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Collectives for PGAS Languages Applications
Teams Matrix-Multiply Weak Scaling on Cray XT4 3-D FFT Weak Scaling on BlueGene/P
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Organization of GASNet Collectives Conclusion
UPC Collectives Other PGAS Collectives High Productivity
= Portable performance from multi-core PCs to
GASNet Collectives API petascale supercomputers

= Compact and clean UPC code
Scalable Performance

Auto-Tuner of Algorithms and Parameters

Portable Native = 3-D FFT (communication intensive)
Collectives Collectives Shared-Memory e Weak scaling: 38% over MPI (16K cores)
Point-to-point Collective Collectives e strong scaling: 20% over MPI (16K cores)
Comm. Driver Comm:. Driver = Numerical linear algebra: highly scalable
Interconnect/Memory performance up to 2X MPI/PBLAS ,:}l m
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